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Abstract—This paper describes a method for discovering disease relationships and predicting the evolution of diseases from medical records. The method makes use of continuous-time Markov chain models that overcome some drawbacks of the more widely used discrete-time chain models. The model addresses uncertainty in the diagnoses, possible diagnosis errors and the existence of multiple alternative diagnoses in the records. A set of experiments, performed on a dataset of psychiatric medical records, shows the capability of the model to visualize maps of comorbidity and causal interactions among diseases as well as to perform predictions of their future evolution.
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1 INTRODUCTION

The need for large-scale statistical models have a double value in biomedicine. On one hand, they help unfold causal relationships among genetic and environmental factors in the development of diseases. Hence, biomedical research becomes increasingly dependent on data mining on large biological and medical datasets. On the other hand, the conclusions extracted from those models have a potential positive impact from a social point of view, since a more sophisticated identification of the risk factors that lead to serious disorders is made possible.

Most of the effort in biomedical data mining is focused on the discovery of genotype-phenotype interactions, which is easier when only genetic disorders are considered [5]. The huge and increasing amount of both data and scientific literature has made necessary initiatives as the Genome Ontology [3], the Disease Ontology [11], and platforms for automatic text-mining for the extraction of relevant information about genes, proteins, drugs or diseases, as well as their interactions [8], [2], [4].

Very often, much phenotypic information is available, while its underlying genetic or environmental causes remain unrecorded. In those cases, valuable information can still be extracted about the interaction of phenotypes. In the case of medical records, a causal relationship between two diseases can be uncovered if both diseases are present in the same patient at different moments along his life, and the same co-occurrence takes place in a number of patients. The best attempt to find such interactions makes use of static information, where statistical measurements about the convergence of diseases in the same patients are used to build a graph of disease relationships [6]. Statistical techniques able to model sequences of events are necessary to incorporate the time dimension to the comorbidity studies, so that the strength of the interaction between two diseases not only depend on the frequency of their co-occurrence in the same patient, but also on the time lag between those occurrences. However, a complete characterization of a patient’s clinical history as a stochastic process is intractable since it is given by the joint distribution on all the instants considered.

Consequently, the most extended tool to deal with sequential data is the discrete-time Markov chain (DTMC). In a Markov chain, a future state is statistically independent of the past, given the present. If each observation is assumed to statistically depend only on an underlying hidden state, the model is called a hidden Markov model (HMM). HMMs allow us to work with sequences in which, although the Markov property does not hold for observations, they become conditionally independent given the states. Because of this, they have been successfully used in speech recognition and computational biology [12].

We are interested in a more general case where the time variable is continuous. Hence, we use a continuous-time Markov chain (CTMC) model instead of a DTMC. The difficulties of estimating the parameters of a CTMC have made them appropriate in a limited set of applications, where either the number of states involved is low, or the amount of allowed transitions are far lower than the set of all possible
transitions. An example of the former is the model with 4 states used in evolutionary biology to model sequence of nucleotides [14], and a reparameterization is proposed to further reduce the number of parameters involved. In systems biology, the number of states is denumerable when modeling the size of a species population, but the state describing a population of $N$ individuals can only jump to the $N-1$ and the $N+1$ states [7].

In this paper, we propose a novel maximum-likelihood approach to the estimation of CTMC parameters by treating the model as a probability density function on $t$. This way, no limitation on the number of states or transitions exists, as far as the availability of enough data guarantees that no risk of overfitting exist. In order to address the uncertainty in the diagnoses [9], we study the embedded HMM in which observations are assumed to depend on underlying hidden states in a probabilistic way [12]. This way, the CTMC is extended to a continuous-time HMM (CT-HMM) that incorporates hidden states (the ground-truth diseases) that are de-coupled from the observations (the diagnoses given by doctors). The emission parameters of the model describe the probability of a given disease to be diagnosed in a given way, while the transition parameters describe how often and intensively in time a transition between two states occur. This transition parameters can give us a measure of either comorbid or causal relations among diseases.

The model presented in the paper makes use of the following assumptions:

- The different patients are instances of the same stochastic process to be modeled.
- The process is stationary, so that the intensity of the interaction between two diseases does not depend on the age of the subject.
- A patient stays in the same state (disease) until the time instant of the following medical claim.
- The Markov property holds, and this implies that the future clinical history of a patient only depends on his/her present state, and is independent of the past.

The paper is organized as follows. In Section 2, the basic theory about CTMCs is provided, together with a maximum-likelihood procedure to obtain the parameters of the model. In Section 3 the model is extended to account for hidden states, and describe how different elements from HMMs and CTMCs can be dealt with in a unified framework. In Section 4, a model is trained with a database of medical records from psychiatric patients, and we describe how the model can be used to build a map of disease interactions, as well as to predict the future evolution of a patient, given the current disorder. Finally, in Section 5 we describe the most relevant conclusions of this work and propose a set of potential extensions and applications.

2 Continuous Time Markov Chains

Let $S = \{1, 2, \ldots, N_S\}$ be a finite set of states. Let us assume that those states are fully observable. We consider a stochastic process that

- stays in state $i$ for a time distributed according to $F_i(t)$.
- moves to state $j$ with probability $p_{ij}$ at the end of this holding time.

If the random process fulfills the Markov property, that is: $P(X(s+t)|X(u)) = P(X(s+t)|X(s))$ with $u \leq s$, then the process is a continuous-time Markov chain (CTMC).

In the following, we describe how the CTMC can be characterized as a probability density function on $t$, which allows us to find the parameters of the model by maximum-likelihood.

2.1 Characterization of CTMC as a probability density function on $t$

In a continuous time Markov chain (CTMC), [7], [13], the holding time is exponentially distributed according to $F_i(t) = e^{-q_i t}$, where $q_i$ is the intensity of the transitions out of state $i$, i.e. the tendency of the process to leave state $i$. Let us define the embedded Markov chain as the discrete-time process resulting of taking the sequence of states $S = \{s_n\}, n = 0, \ldots, L$ at the state transitions. With the support of the embedded chain, and following the notation in Ref. 7, we get

$$P[s_n = j, \tau_n > t | s_{n-1} = i] = p_{ij} e^{-q_i t}. \quad (1)$$

where $\tau_n$ is the time lag from the $n-1$ to the $n$-th transition; and $p_{ij} = q_{ij}/q_i$ being $q_{ij}$ each of the elements of the so-called infinitesimal generator matrix $Q$. Each $q_{ij}$ describes the intensity of the transition from $i$ to $j$, with $\sum_j q_{ij} = q_i$ [7], Th. 4.7.

Note that the probabilistic model (1) is a probability mass function for the discrete component $s_n$, and a cumulative distribution function for $t$. As a consequence, we can define a probability density function on $t$, denoted as $f_{ij}(t)$ for $i \rightarrow j$ transitions. Its value is given by

$$f_{ij}(t) = f(\tau_n = t, s_n = j | s_{n-1} = i, Q) = \frac{d}{dt} P[s_n = j, \tau_n > t | s_{n-1} = i] = q_{ij} e^{-q_i t}. \quad (2)$$

Then, the model is completely defined by the matrix $\{q_{ij}\}$. We now describe the procedure for obtaining the values of $q_{ij}$ that best fit to data.

2.2 Maximum-Likelihood optimization for $Q$

Let $T = \{\tau_n\}$ be the sequence of observed time lags between successive transitions. Thanks to the Markov
property, the joint density for all those transitions can be factorized as
\[ f(T,S|Q) = f(\tau_0, s_0) \prod_{n=1}^{L} f(\tau_n, s_n|s_{n-1}, Q). \]

The maximization of the log-likelihood leads to
\[ Q^* = \arg \max_Q \log f(T,S|Q) \]
\[ = \arg \max_Q \left[ \log f(\tau_0, s_0) + \sum_{n=1}^{L} \log f(\tau_n, s_n|s_{n-1}, Q) \right]. \] (3)

We obtain each \( q_{ij} \) by finding the point at which
\[ \frac{d}{dq_{ij}} \log f(T,S|Q) = 0. \]

It easy to check that the solution to this problem is given by
\[ q_{ij} = \frac{N_{ij}}{\sum_{n:s_n=i} \tau_n}, \]
where \( N_{ij} \) is the number of observed transitions from \( i \) to \( j \).

The procedure described so far assumes that states are observed without uncertainty. In a medical application, this is equivalent to assume that diagnoses provided by the doctors are noise-free and specific enough. In the following we extend the model to treat observations in a probabilistic way with respect to the underlying (ground-truth) states, in order to account for diagnosis errors and lack of detail in the diagnoses.

### 3 Continuous-Time Hidden Markov Model

We now consider the case where the sequence of states is not fully observed. In a clinical record, for example, de-coupling observations from states can lead to a model more robust to diagnosis errors. The set of possible observations can contain the set of states, with the inclusion of undetermined or under-defined diagnoses. Another option is to consider a set of states that have no correspondence with a-priori known diseases. Assuming that the set of observations is also finite, \( \mathcal{O} = \{1,2,\ldots,N_O\} \) a matrix of parameters \( B \) must be added to the model, with \( b_i(k) = P(o_n = k|s_n = i) \). This results in assuming that the embedded discrete-time Markov chain is a hidden Markov model (HMM).

#### 3.1 Optimization of the CT-HMM parameters

The parameters of the model are given by the set \( \lambda = \{\pi_i\}, \{q_{ij}\}, \{b_i(k)\} \), and the joint probability of a sequence of observations \( O \) and a sequence of states \( S \) is given by the following factorization, given that \( s_n \) only depends on \( s_{n-1} \) and \( o_n \) only depends on \( s_n \)
\[ P(O,S|\lambda) = \pi_{s_0} \prod_n f(\tau_n, s_n|s_{n-1}, \lambda)b_{s_n}(o_n) \]
\[ = \pi_{s_0} \prod_n a_{s_{n-1}s_n}(\tau_n) b_{s_n}(o_n), \] (5)
where we have used the short-hand notation \( a_{s_{n-1}s_n}(\tau_n) = q_{s_{n-1}s_n} e^{-\lambda q_{s_{n-1}^{-1}\tau_n}} \) to make the connection with discrete-time HMM’s literature more clear. The parameters can be adjusted from the observations by means of the Expectation-Maximization algorithm [12], [1]. The objective is to solve the following optimization problem
\[ \arg \max_{\lambda} \mathcal{L}(\lambda, \lambda^0) = \arg \max_{\lambda} E_{P(O,S|\lambda^0)}[\log P(O,S|\lambda)], \] (6)
being \( \lambda^0 \) an initial set of parameters. The iteration of (6) and the update of \( \lambda^0 \) lead to a local optimum. The likelihood \( \mathcal{L} \) can be decomposed in terms involving the different sets of parameters, the following way
\[ \mathcal{L} = \sum_{\mathcal{S} \in \mathcal{S}} P(O,S|\lambda^0) \log \pi_{s_0} \]
\[ + \sum_{\mathcal{S} \in \mathcal{S}} P(O,S|\lambda^0) \sum_n \log a_{s_{n-1}s_n}(\tau_n) \] (7)
\[ + \sum_{\mathcal{S} \in \mathcal{S}} P(O,S|\lambda^0) \sum_n \log b_{s_n}(o_n). \]

Note that for \( \{\pi_i\} \) and \( \{b_i(k)\} \) the updates are as in a conventional, discrete-time HMM. However, we must work out an update rule for the continuous-time component involving the \( \{q_{ij}\} \). We can express the second term in (7) as
\[ \mathcal{L}_Q = \sum_{i,j} \sum_n P(O,s_{n-1} = i, s_n = j|\lambda^0) \log a_{s_{n-1}s_n}(\tau_n). \] (8)

Reaching the fixed-point described by \( \partial \mathcal{L}(\mathcal{Q})/\partial q_{ij} = 0 \), leads to the following update rule for \( q_{ij} \)
\[ q_{ij} = \frac{\sum_{n=1}^{L} P(O,s_{n-1} = i, s_n = j|\lambda^0) \tau_n P(O,s_{n-1} = i|\lambda^0)}{\sum_{n=1}^{L} \tau_n P(O,s_{n-1} = i|\lambda^0)} \]
\[ = \frac{\sum_{n=1}^{L} \alpha_{n-1}(i) a_{ij}(\tau_n) \beta_n(j) b_j(o_n^{(m)})}{\sum_{n=1}^{L} \tau_n \alpha_{n-1}(i) \beta_n(i)}, \] (9)
where \( \alpha_n(i) = P(o_0 = 1 \ldots o_n|s_n = i) \) and \( \beta_n(i) = P(o_{n+1}o_{n+2} \ldots o_L|s_n = i) \) are the forward and backward auxiliary variables, respectively [12]. Here we have not included the update rules for \( \{\pi_i\} \) and \( \{b_i(k)\} \) because they are identical to the ones given for discrete-time HMMs, as far as the sequences \( \{\alpha_n(i)\} \) and \( \{\beta_n(i)\} \) are now computed in continuous time.

#### 3.2 Working with multiple sequences

Very often, a set of sequences \( \{S_m\}, m = 1,\ldots,N_m \), each with length \( L_m \), is available for training the
model instead of a single one. In that case, the rule (9) becomes
\[ q_{ij} = \frac{\sum_{m=1}^{N_n} \sum_{n=1}^{L_m} \hat{a}_{n-1}(i)a_{ij}(\tau_n)\hat{a}_n(j)\beta_n(i)}{\sum_{m=1}^{N_n} \sum_{n=1}^{L_m} \beta_n(i)\beta_n(i)} \]
(10)
where \(\hat{a}_n(i)\) and \(\beta_n(i)\) are the normalized forward and backward variables such that \(\sum_i \hat{a}_n(i) = 1\) and \(\sum_i \beta_n(i) = 1\) (see [12], Sec. V-A).

3.3 Working with simultaneous observations

We are interested in a more general model that allows more than just one observation to take place at the same time. In terms of the application at hand, the motivation comes from the fact that a doctor can give several alternative diagnoses to a given patient, according to a given set of symptoms. We deal with this situation in a probabilistic way: when \(n\) several alternative diagnoses are provided, we assume that each of them is actually observed with probability \(1/n\). This way, both primary and secondary (when present) diagnosis can be considered.

3.4 Prediction with CTMCs

So far, we have worked with a CTMC model in which \(p_{ii} \geq 0\) and \(q_{ii} \geq 0\) which allows a process, in a transition, to jump to the same state. However, in the standard CTMC framework, \(p_{ii} = 0\) and \(q_{ii} = -\sum_{k \neq i} q_{ik}\). In other words, in a CTMC, transitions from one state to the same one do not make sense. We can obtain an equivalent CTMC in which the parameters are standardized. The new intensity for transitions from \(S_i\) is given by \(q_i' = \sum_{k \neq i} q_{ij} = q_i - q_{ii}\), i.e. the intensity is lower because in the new (standard) formulation there are fewer transitions - the transitions to the same state are removed. The equivalence between both models are given by the equations
\[ q_{ij}' = q_{ij} \quad p_{ij}' = \frac{p_{ij}}{1 - p_{ii}}, \quad i \neq j \]
\[ q_{ii}' = -\sum_{k \neq i} q_{ij} \quad p_{ii}' = 0. \]

Let \(P(t)\) be the matrix with components \(P_{ij}(t) = P(s_n = j|s_{n-1} = i, \tau_n = t)\), i.e. it gives us the probability of being at state \(j\) in a future instant \(t\) given that the current state is \(i\). The new structure of matrix \(Q\) allows for expressing \(P(t)\) in terms of the Euler matrix exponential
\[ P(t) = \exp(Qt). \]
(11)

Let the initial distribution of probabilities across states be given by the vector \(\pi(0) = \{\pi_i(0) = P(X(0) = i)\}\), and \(\pi(t)\) be the distribution vector in instant \(t\) with components \(\{\pi_i(t) = P(X(t) = i)\}\). Then, the following equality gives us the ability of performing prediction
\[ \pi(t) = P(t)^T \pi(0). \]
(12)

4 RESULTS

In the following, we present a set of experiments performed on a dataset with 6,995,364 clinical visits. This dataset has been recorded from 374,955 patients for over 30 years in different locations of the Community of Madrid, Spain.

We use the categorization of the World Health Organization (WHO) of health disorders under the International Classification of Diseases (ICD10) [10]. The chapter F is devoted to mental and behavioral disorders. We truncate the codes at the second layer, so that digits beyond the third one are not considered. As a result, we build a model with 74 states (68 of them corresponding to mental disorders) and 136 possible observations (in addition to the states, we considered the null diagnosis, the under-defined diagnoses F1, F3, F4 and F5, and medical factors from the Z family).

In the following we describe the two main applications of the model: the visualization of a map of disease interactions and the prediction of the future evolution of a patient, given his current disorder.

4.1 Visualization of the model

According to our model, there are two ways to measure the interaction intensity between disorders. The first one is through the study of matrix \(Q = \{q_{ij}\}\). The resulting graph takes into account the time dimension, i.e. \(q_{ij}\) gives us information about how fast the transitions between states \(i\) and \(j\) is, if the transition takes place.

The second option is to represent the elements of matrix \(P\), whose elements have been normalized as \(\{p_{ij} = q_{ij}/q_i\}\). These values can be interpreted as the transition coefficients of an embedded HMM, i.e. the Markov model which ignores the length of time periods between medical claims.

We show the graph obtained from both sets of coefficients \(q_{ij}\) and \(p_{ij}\) in Figs. 1 and 2, respectively. In both cases, the highest values of each matrix have been extracted. The thickness and color of arrows express the intensity of the interaction between each pair of diseases. The size of the nodes is proportional to the presence of each disease in the dataset.

The exploration of the graph leads to conclusions that are consistent with the medical knowledge. In both graphs, mood disorders (F34), anxiety (F41) and stress disorders (F43) appear as absorbing states - they have multiple causes but rarely lead to other disorders. Also, the presence of other non-mental diseases such as blindness (H54), epilepsy (G40) and virus infections of the nervous system (A81) reveals causal relationships with mental disorders that deserves further medical analysis.
We can conclude that matrix $P$ gives us the most valuable information about how closely related the different pairs of diseases are. However, once a causal relationship is discovered, its corresponding link in matrix $Q$ must be explored to know how fast the transition takes place along time. However, we must stress that only when $P(t)$ is computed according to (11), the complete probabilistic characterization along time is obtained.

4.2 Prediction of future evolution of disorders
We have described in Sec. 3.4 how matrix $Q$ contains all the necessary information to predict the state (disorder) at a future instant given the current disease. We show in Figs. 3 to 5 three different cases in which, depending on the current disease, the model predicts that either i) the disease will stay stable; ii) the disease will evolve to another disease with high probability, or iii) the disease is likely to evolve to a set of alternative diseases.

We show the estimated distribution of probabilities for the different diseases in the time period ranging from one month to four years, obtained according to (12) and an a-priori distribution concentrated in the indicated initial disease.

To validate the prediction ability of the model, the probabilities provided by (12) are compared with the empirical probabilities obtained from the frequencies directly observed in the database. To do so, the patients that have been diagnosed with the disease of interest are collected, and their real future 4-years trajectories are drawn in the states-vs-time matrix. The resulting matrix is normalized according to $\sum_j P_{ij}(t) = 1$.

The results are shown in Figures 3 to 5. In Fig. 3, the evolution of F43 (reaction to severe stress) is studied. Fig. 3(a) predicts a stability along time. This prediction shows a high degree of agreement with the real situations displayed in Fig. 3(b). Fig. 4 analyzes a case in which a disorder A81 (virus infections of the central nervous system) evolves with high probability to another disorder: F50 (eating disorders). Again, the model predicts the real trajectories of patients with high accuracy. Finally, in Fig. 5, F15 (mental disorders due to use of stimulants) is considered. In Fig. 5(a), the model predicts that it can be a causal factor in a number of disorders, including F34 (persistent mood disorders), F41 (anxiety), F43, and F60 (personality disorders). Those transitions do actually take place, as confirmed by Fig. 5(b).

We can observe that the predictions are in agreement with the graphs in Figs. 1 and 2. The stability shown by disorder F43 is due to its absorbing nature - no transitions take place from F43 in none of the graphs. The transition from A81 to F50 appears explicitly in both graphs. Finally, the model predicts a high probability of transition from F15 to F34, F41 and F43 which is both suggested by the graph and validated by the observations. However, the predicted transitions from F15 to F84 and F93 are due to second or higher order interactions in the graph and are not supported by the observations.

5 CONCLUSIONS
We have described a CT-HMM model able to discover not only the relationships among diseases, but also, and more importantly, the intensity of those interactions along time. We have shown how the model can be represented as a map of disease interactions whose interpretation can lead to relevant medical interpretations. Because the model allows for the prediction of future transitions to other diseases from a present one, its use as a tool for the generation of risk alarms is of
potential interest from the point of view of medical care.

Further medical conclusions can be extracted if we do not impose a correspondence between the set of states considered and the ones present in standard taxonomies. In this case, the resulting model can help validate a given taxonomy, by analyzing which observed disorders are linked to the same underlying state.

The method described can be the first building block from which clustering and classification tasks can be performed on patients, modeled by their corresponding sequences of states.
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