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ABSTRACT

This work analyzes the impact of radio frequency transmitter impairments on the performance of Multiple–Input Multiple–Output (MIMO) systems with nonlinear Tomlinson–Harashima and vector precoding. This analysis is carried out by means of simulation results using two sorts of scenarios: spatially-white Rayleigh channels and measured indoor channels. We also show that incorporating the transmitter noise in the precoder design produces a significant performance improvement.

1. INTRODUCTION

Practical implementations of wireless communication transmitters suffer from a large number of impairments such as quantization noise, sampling offset, phase noise, I/Q imbalance, which are normally ignored when designing Multiple–Input Multiple–Output (MIMO) signaling methods. However, it is shown in [1,2] that noise generated at the transmitter can significantly affect predicted MIMO system performance. In this work, the impact of residual transmitter noise is evaluated by means of two sorts of scenarios: spatially-white Rayleigh channels and measured indoor channels. We also show that incorporating the transmitter noise in the precoder design produces a significant performance improvement.

2. SIGNAL MODEL WITH TX-NOISE

When considering a non-ideal transmitter affected by residual transmitter noise, the transmitted symbols are modeled as

$$x_t[n] = x_n[n] + \eta_t[n] \in \mathbb{C}^N,$$

where \( N \) is the number of transmit antennas and \( \eta_t[n] \) is the transmitter noise, which will be referred to as Tx-noise. According to [2], Tx-noise is accurately modeled as an additive Gaussian-distributed noise, i.e. \( \eta_t \sim \mathcal{N}(0, C_{\text{tr}}) \), where \( C_{\text{tr}} \) is the Tx-noise covariance matrix. It is also assumed that Tx-noise is independent from the transmitted signals. Correspondingly, we define the Signal–to–Tx-Noise Ratio (STXNR) as

$$\text{STXNR} = \frac{E_{\text{tx}}}{\text{tr}(C_{\text{tr}})},$$

where \( E_{\text{tx}} \) is the transmit energy and \( \text{tr}(\bullet) \) denotes the trace operator. In practical implementations, typical values of STXNR range between 22 dB and 32 dB [2].

3. MIMO TPH DESIGN WITH TX-NOISE

Figure 1 shows the block diagram of a MIMO system with \( K \) receive antennas employing TPH, which is a nonlinear precoding technique made up of a feedforward filter \( F \in \mathbb{C}^{N \times K} \), a feedbackward filter \( \mathbf{I} - B \in \mathbb{C}^{K \times K} \), and a modulo operator, denoted in Fig. 1 by \( \%\). The modulo operator is introduced to avoid the increase in transmit power due to the feedback loop [4]. Therefore, the modulo operator constrains the real and imaginary part of the signal at its input to the interval \([-\tau/2, \tau/2]\) by adding integer multiples of \( r \) and \( j \tau \) to the real and imaginary part, respectively. Note that the parameter \( \tau \) depends on the modulation. In the particular case of QPSK modulation, \( \tau = 2\sqrt{2} \). Data symbols sent from the transmitter to the \( K \) antenna receiver will be represented by \( u[n] \in \mathbb{A}^K \), where \( \mathbb{A} \) denotes the modulation alphabet. The ordering considerably affects the performance of TPH and for this reason, transmit symbols are passed through a permutation filter \( P \). Minimization is carried out under the restriction of \( B \) being a spatially causal filter and constrained transmit energy (i.e. \( E[\|x[n]\|^2] = E_{\text{tx}} \)) where \( x[n] \in Fv[n] \in \mathbb{C}^N \) with \( v[n] \) representing the output of the modulo operator in the transmit signal.

At reception, we assume that all acquired signals are scaled by the same positive real-valued factor \( g \). This assumption is necessary in order to arrive at closed-form and unique solutions for the Minimum Mean Square Error (MMSE) TPH design. According to our signal model, the received signal is

$$d_i[n] = \tilde{d}_i[n] + gH\eta_i[n] \in \mathbb{C}^K,$$

where \( \tilde{d}_i[n] = gH F v[n] + g\eta_i[n] \) is the received signal when there is no Tx-noise. At the receiver, the modulo operator
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is applied again to invert the effect of this operator at the transmitter and the resulting signal is passed through a symbol detector (represented by $Q(\bullet)$ in Fig. 1) to produce the detected symbols $\hat{u}[n] \in \mathbb{C}^K$.

As explained in [5], the MMSE THP design searches for the filtering and permutation matrices that minimize the variance of the error vector

$$
e_i[n] = P^T B v[n] - \hat{d}[n] = \epsilon[n] - g H \eta[n],$$  

where $\epsilon[n] = P^T B v[n] - g y[n]$ is the error vector when there is no Tx-noise.

Since transmitter noise is independent from transmitted signals and receiver noise, the MSE can be decomposed as

$$\text{MSE}_{\text{THP}} = \text{MSE}_{\text{THP}} + |g|^2 \text{tr}(H C H^H),$$  

where $\text{MSE}_{\text{THP}} = E[|\epsilon[n]|^2]$ is the MSE when there is no Tx-noise, which constitutes the cost function that results from the permuted Cholesky factorization of Eq. (4), and $\text{MSE}_{\text{THP}} = E[|\epsilon[n]|^2]$ is the resulting MSE under transmitter noise conditions, with the error vector $\epsilon[n]$, defined in Eq. (1). $C_{\eta} = E[\eta[n] \eta^H[n]]$ is the spatial covariance matrix of the Additive White Gaussian Noise (AWGN) at the receiver (so-called receiver noise, which is referred to as Rx-noise).

Following similar derivations to those in [5], the minimization of the MSE cost function of Eq. (2), subject to the mentioned constraints, can be carried out by means of the factorization of

$$\Phi = (HH^H + \xi I)^{-1},$$

where

$$\xi = \frac{\text{tr}(HC \eta H^H)}{E_{tx}},$$

with $\xi = \text{tr}(C_{\eta})/E_{tx}$ [5]. The symmetrically permuted Cholesky decomposition of this matrix is

$$P \Phi P^T = L H D L,$$

where $L$ and $D$ are, respectively, unit lower triangular and diagonal matrices. Finally, the MMSE solution for the THP filters that account for the Tx-noise is given by

$$F_{\text{MMSE}}^{\text{THP}} = \frac{1}{\xi} H^H P^T L \xi D,$$

$$B_{\text{MMSE}}^{\text{THP}} = L^{-1}.$$

The receive scalar weight $g_{\text{MMSE}}$ is directly obtained from the transmit energy constraint. Assuming that it is real-valued and positive, it is obtained that

$$g_{\text{MMSE}} = \sqrt{\frac{\text{tr}(H H^H D^2 C_{\eta} L \Phi)}{E_{tx}}},$$

where $C_{\eta}$ is the covariance matrix of $\eta[n]$, which is diagonal with entries depending on the modulation alphabet [4].

The minimum value for the MSE cost function given by Eq. (2) can be obtained by substituting the expressions obtained for the optimum filters $F_{\text{MMSE}}^{\text{THP}}$ and $B_{\text{MMSE}}^{\text{THP}}$, and for the gain factor $g_{\text{MMSE}}$. It is easy to show that the final MMSE under the presence of Tx-noise is given by

$$\text{MSE}_{\text{THP}} = \xi \text{tr}(C_{\eta} D),$$

where $\xi$ is given by Eq. (3) and $D$ is the diagonal matrix that results from the permuted Cholesky factorization of Eq. (4).

As done in [9], instead of testing all possible permutation matrices to find the one that minimizes the cost function of Eq. (5), the ordering optimization (given by the permutation matrix $P$) is included into the computation of the Cholesky decomposition of Eq. (4) (see [9]).

As in [5], it is straightforward to obtain the expressions for the ZF-THP design as the limiting case when $\xi \rightarrow 0$. The expressions for the filters $F_{\text{THP}}^{\text{THP}}$ and $B_{\text{THP}}^{\text{THP}}$ are equal to that obtained for $F_{\text{MMSE}}^{\text{THP}}$ and $B_{\text{MMSE}}^{\text{THP}}$, respectively, although the matrices $P, L$, and $D$ should be obtained from the symmetrically permuted Cholesky factorization of

$$\Phi = (HH^H)^{-1}.$$

4. MIMO VP DESIGN WITH TX-NOISE

Figure 2 shows the block diagram of a MIMO system including a vector precoder. The transmitter has the freedom to add an arbitrary perturbation signal $a[n] \in \mathbb{C}^K + \mathbb{Z}_{2^K}$ to the data signal prior to linear transformation with the filter $F \in \mathbb{C}^{N \times K}$, since the receiver applies the modulo operator $M(\bullet)$. As in THP, $\tau$ denotes a constant that depends on the modulation alphabet associated with the modulo operator.

As it can be seen from Fig. 2, the data vector $u[n] \in \mathbb{C}^K$ is first superimposed with the perturbation vector $a[n]$, and the resulting vector is then processed by the linear filter $F$ to form the transmit vector $x[n] = F d[n] \in \mathbb{C}^N$, where $d[n]$ is the desired signal given by $u[n] + a[n]$ and $n$ is the symbol index in a block size of $N_0$ data symbols. The transmit energy constraint is expressed as $\sum_{n=1}^{N_0} ||x[n]||_2^2 / N_0 \leq E_{tx}$ since transmit statistics are unknown.

The weight $g$ in Fig. 2 is assumed to be constant throughout the block of $N_0$ symbols. Again, note that we use a common weight for all the receive antennas. Thus, the weighted estimated signal is given by

$$\hat{d}[n] = \hat{d}[n] + g H \eta[n],$$

with $\hat{d}[n] = g H F d[n] + g \eta[n]$. The modulo operator at the receiver is used to compensate the effect of adding the perturbation $a[n]$ at the transmitter.

The procedure to obtain the optimum VP parameters is the following. We start by fixing $\alpha$, after which $x$ and $g$ are
optimized taking into account the transmit power constraint. For these optimum x and g we choose the best a according to the Mean Square Error (MSE) criterion [6].

As it is demonstrated in [6], the MSE can be expressed as

$$MSE_{t, VP} = MSE_{VP} + \frac{N_t}{N_B} \sum_{n=1}^{N} \| Hx[n] \|^2_2,$$

where $MSE_{VP} = \sum_{n=1}^{N} E[\|d[n]-\hat{\bar{d}}[n]\|^2_2] / N_B$ with no Tx-noise, and $MSE_{t, VP} = \sum_{n=1}^{N} E[\|d[n]-\hat{\bar{d}}[n]\|^2_2] / N_B$, otherwise. Then, we reach the following solution for the MMSE vector precoder

$$x_{MMSE}[n] = g_{MMSE}^{-1}(H^H H + \frac{\eta}{n} I)^{-1} H^H d[n],$$

$$\delta_{MMSE} = \sqrt{\frac{\sum_{n=1}^{N} d[n]^H (H^H H + \frac{\eta}{n} I)^{-2} H^H d[n]}{E[\eta]N_B}},$$

where $g_{MMSE}$ is directly obtained from the transmit energy constraint.

By defining the matrix $\Phi_t = (H^H H + \frac{\eta}{n} I)^{-1}$ and applying the matrix inversion lemma to $x_{MMSE}[n]$ in Eq. (7), the MSE expression of Eq. (6) is reduced to [6]

$$MSE_{t, VP} = \frac{\xi}{N_B} \sum_{n=1}^{N} d[n]^H \Phi_t d[n].$$

Since $\Phi_t$ is positive definite, we can use the Cholesky factorization to obtain a lower triangular matrix $L$ and a diagonal matrix $D$ with the following relationship [6],

$$\Phi_t = (H^H H + \frac{\eta}{n} I)^{-1} = L^H D L.$$

Thus, the perturbation signal can be found by the following search [6]

$$a_{MMSE}[n] = \text{argmin}_{a[n] \in \mathbb{C}^K} \| D^{1/2} \Phi_t (u[n] + a[n]) \|^2_2,$$

which can be solved by means of the Schnorr-Euchner sphere decoding algorithm [10, 11]. The successive computation of $a[n]$ leads to the suboptimum approach of THP described above.

The ZF constraint $E[\bar{d}[n] | d[n]] = g H F d[n]$, for $n = 1, \ldots, N_B$, leads to similar expressions for $a_{ZF}[n]$ and $a_{ZF}$ as those obtained for the MMSE-VP design in Eq. (7) but considering $\xi \rightarrow 0$. Following similar steps as before, the MMSE for ZF-VP has exactly the same form as for MMSE-VP redesigning $\Phi_t$ as $(H^H H)^{-1}$. Finally, the optimum perturbation vectors are found by the following closest point search in a lattice [6]

$$a_{ZF}[n] = \text{argmin}_{a[n] \in \mathbb{C}^K} \| H^H (H^H H)^{-1} d[n] \|^2_2.$$

5. SIMULATION RESULTS

In this section, the results of several computer simulations are presented to illustrate the impact of Tx-noise on the performance of the MIMO precoding schemes described in the previous sections. We consider two types of channels: synthetically-generated spatially-white Rayleigh channels and channels measured using a testbed in an indoor scenario at the University of A Coruña [3] by considering $N = 4$ and $K = 4$ transmit and receive antennas, respectively. The performance metric is the uncoded Bit Error Rate (BER) versus the Signal-to–Rx-Noise Ratio (SRxNR) defined as

$$SRxNR = \frac{E_x}{tr(C_{\eta})},$$

where $C_{\eta}$ is the Rx-noise covariance matrix. The Rx-noise is also assumed to be statistically independent from the Tx-noise. We assume the presence of residual Tx-impairments that produce a SRxNR of 25 dB, which lies in the practical range between 22 dB and 32 dB. The symbols are QPSK modulated and it is also assumed that $C_{\eta} = I$. The channel is quasi-static and remains unchanged during the transmission of a symbol frame, although it changes in a statistically-independent fashion between frames.

5.1 Results for Spatially-White Rayleigh Channels

Figures 4 and 5 plot BER versus SRxNR for a 4 x 4 MIMO system with THP and VP setups, respectively. The channel has been synthetically generated from a set of i.i.d. complex-valued Gaussian random variables (i.e. it is a spatially-white MIMO Rayleigh channel). In this subsection we assumed both receiver and transmitter noise are spatially-white, i.e. $C_{\eta} = \sigma_{\eta}^2 I$ and $C_{\eta} = \sigma_{\eta}^2 I$. A hundred channel realizations are considered with frames of $10^6$ symbols.

Note that the impact of the Tx-noise is extremely important on the performance of THP, as shown in Fig 4. The performance of conventional THP severely degrades for SRxNR values above 25 dB, where Tx-noise causes an error floor of about $10^{-3}$. As it can be seen from the figure, the classical MMSE curve with Tx-noise goes up again at high SRxNR since MMSE-THP converges to ZF-THP, which is much more sensitive to noise. Notice that the effect of Tx-noise could be seen as an additive and colour noise at the receiver. However, note that including Tx-noise into the MMSE-THP design greatly alleviates this problem and the error floor is reduced to a residual value of about $10^{-7}$. For vector precoding, as it can be seen from Fig 5, the BER performance is much less affected by Tx-noise than in the case of THP. Nevertheless, the inclusion of Tx-noise in filter optimizations improves the performance achieved by classical VP designs in 1 dB at a BER of $10^{-6}$.

5.2 Results for Measured Indoor Channels

We also carried out computer experiments considering channels measured in a realistic indoor scenario with a testbed.
developed at the University of A Coruña [3]. The testbed is made up of two PCs, one for the transmitter and one for the receiver. Each PC contains the baseband hardware plus the Radio-Frequency Front-End (RF-FE). The baseband hardware is composed of fast memories, which can be accessed at the speed of the A/D and D/A converters, thus allowing the transmission and subsequent acquisition of signals in real-time. However, the signal processing at both transmitter and receiver sides is performed off-line.

With the goal of obtaining statistically rich channel realizations, and given that the utilized RF-FE is frequency-agile, we measure at different RF carrier in the frequency interval ranging from 5219 MHz to 5251 MHz and from 5483 MHz to 5703 MHz. Carrier spacing is 4 MHz (greater than the signal bandwidth, which is equal to 1.12 MHz), resulting in 65 different frequencies. Additionally, we repeat the whole measurement procedure for four different positions of the receiver, giving as a result 260 channel realization measurements. After normalization, channel matrices have a mean Frobenius norm equal to $N_K = 16$.

Figure 3 shows the receiver and transmitter noise covariance matrices obtained from the testbed measurements. These covariance matrices are plugged into the THP and VP filter expressions derived in the previous sections. Simulated Gaussian noise was additionally injected to change the operating SRxNR value.

Figure 7 plots the BER performance in terms of SRxNR for MIMO systems with both MMSE- and ZF-THP when transmitting over indoor channels obtained from the testbed. Two hundred and sixty channel realizations are considered with frames of 10 000 symbols (per transmit antenna) of 4.19 ms. PN (preamble) and training sequence (pilot symbols) are added and 400 symbols are used for channel measurement procedure.

Figure 4: BER vs. SRxNR with Tomlinson-Harashima over spatially-white Rayleigh channels.

Figure 5: BER vs SRxNR with vector precoding over spatially-white Rayleigh channels.

\[
\hat{C}_t = 10^{2} \times \begin{bmatrix}
1.2058 & -0.0104 + 0.0079i & -0.0030 + 0.0141i & 0.0212 - 0.0040i \\
-0.0104 - 0.0079i & 0.9973 & 0.0119 + 0.0061i & 0.0043 - 0.0038i \\
-0.0030 - 0.0141i & 0.0119 - 0.0061i & 0.6265 & -0.0007 + 0.0076i \\
0.0212 + 0.0040i & 0.0043 - 0.0038i & -0.0007 - 0.0076i & 1.1025
\end{bmatrix}
\]

\[
\hat{C}_{\eta} = 10^{-3} \times \begin{bmatrix}
2.6069 & 0.0810 - 0.0115i & 0.0058 + 0.0068i & -0.0107 + 0.0001i \\
0.0810 + 0.0115i & 2.6413 & 0.0020 - 0.0020i & 2.5552 \\
0.0058 - 0.0068i & 0.0020 + 0.0020i & 0.0037 + 0.0018i & 3.4155 \\
-0.0107 - 0.0001i & 0.0127 - 0.0035i & 0.0037 - 0.0018i & 3.4155
\end{bmatrix}
\]

Figure 3: Transmitter and receiver noise covariance matrices estimated using the testbed.
6. CONCLUSIONS

This work investigates the impact of noise generated by practical transmitters on the performance of MIMO systems with nonlinear THP and VP. We have shown that Tx-noise severely degrades the performance of both precoding methods although their performance can be significantly improved if Tx-noise is included in precoder designs.